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SUMMARY

The Multiple Semi-coarsened Grid (MSG) multigrid method of Mulder (J. Comput. Phys. 1989;
83:303–323) is developed as a solver for fully implicit discretizations of the time-dependent incom-
pressible Navier–Stokes equations. The method is combined with the Symmetric Coupled Gauss–Seidel
(SCGS) smoother of Vanka (Comput. Methods Appl. Mech. Eng. 1986; 55:321–338) and its robust-
ness demonstrated by performing a number of large-eddy simulations, including bypass transition on a
�at plate and the turbulent thermally-driven cavity �ow. The method is consistently able to reduce the
non-linear residual by 5 orders of magnitude in 40–80 work units for problems with signi�cant and
varying coe�cient anisotropy. Some discussion of the parallel implementation of the method is also
included. Copyright ? 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Implicit discretizations of the Navier–Stokes equations are known to have favourable prop-
erties relative to their explicit counterparts. The most obvious is the relaxation or removal
of the numerical stability constraint on the computational time step. With respect to large
eddy simulation (LES), where a broad range of spatial and temporal scales must be accu-
rately resolved, there are a number of other more subtle bene�ts. For example, the implicit
discretization of the incompressible or variable-density form of the Navier–Stokes equations
results in an operator symmetry in space and time that can have very favourable kinetic
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energy conservation properties [1, 2]. The coupled implicit treatment of pressure also avoids
the splitting errors associated with fractional step methods that can damp turbulence when
larger time steps are used [1]. The implicit treatment of pressure in the fully compressible
form of the Navier–Stokes equations results in a method capable of capturing long wave-
length acoustic waves at low Mach number with zero arti�cial damping and no acoustic CFL
limit [3]. For implicit methods to gain broad acceptance for LES, however, these bene�ts
must be accompanied by fast, scalable solvers for the resulting global systems. At present, it
is most common to solve these systems by wrapping a more standard projection–correction
method in an outer loop and performing a number of outer iterations to converge each time
step. Such a factorization can inadvertently result in very sti� systems, and the number of
outer iterations required to converge the system in each time step can vary signi�cantly.
In 1986, Vanka proposed a coupled multigrid method for the solution of the Navier–Stokes

equations on structured, staggered grids [4]. The method used a coupled smoother on all
grid levels that has come to be known as Symmetric Coupled Gauss–Seidel (SCGS) [5–7].
The method was shown to scale optimally (linearly) in terms of both work and storage for
the problems investigated. For multigrid methods such as Vanka’s, involving point-relaxation
smoothers and isotropic coarsening, the convergence factor is known to degenerate dramati-
cally in the presence of coe�cient anisotropy. Coe�cient anisotropy can result from large cell
aspect ratios, anisotropic material properties, or asymmetric operators. In the case of LES, it
is most commonly due to the highly stretched grids used to resolve turbulent boundary layers.
Since the time of Vanka’s contribution, a number of solutions have been proposed to

improve the robustness¶ of multigrid methods in the presence of large coe�cient anisotropy.
Most of these solutions involve some combination of the following two ideas: (1) the use of
semi-coarsening, where the coarsening is not isotropic, and (2) improvements to the smoother
so that both high and low frequency components of the residual distribution are e�ectively
reduced in at least one or two directions (i.e. the so-called line and plane smoothers). When
the semi-coarsening and=or smoother improvements are properly matched, multigrid methods
recover their optimality, even in the presence of strong coe�cient anisotropies.
In the present work, we restrict the discussion to multigrid methods that maintain a struc-

tured topology on all grid levels. Structured coarse grids signi�cantly simplify implementation
by allowing the same smoother (and the same discretization for the case of FAS multigrid)
on all grid levels, and will generally result in more e�cient codes by improving cache perfor-
mance and avoiding the indirect memory addressing associated with unstructured coarse grids.
Two methods have been widely applied that attempt to solve the anisotropic coe�cient prob-
lem using structured coarse grids. The �rst is the combination of standard isotropic coarsening
and alternating plane smoothing (e.g. isotropic coarsening followed by plane smoothing sweeps
in the xy, xz, and then yz-directions) [8]. The second is a combination of semi-coarsening in
a �xed direction with plane-smoothing in the perpendicular direction (e.g. z-semi-coarsening
followed by xy-plane smoothing) [9]. This latter is even included as one of the ‘grey box’
multigrid solvers available in Lawrence Livermore National Lab’s Hypre library [10]. The
ability of these two techniques to solve the incompressible 3D Navier–Stokes equations on

¶The word ‘robust’ appears throughout the multigrid literature. Here we use it to describe a multigrid method
for which the convergence rate per work unit is independent of grid size, stretching factor, and any coe�cient
anisotropies.
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highly stretched grids was the subject of a recent investigation by Montero et al. [11]. Inter-
estingly, they also used the same smoother as we do (Section 3.5), so their investigation is
particularly relevant. Their conclusions can be summarized as follows: (1) For higher Reynolds
numbers and highly stretched meshes in all three directions, the combination of isotropic coars-
ening and alternating-plane smoothing is not robust, and can even fail to converge. (2) The
combination of semi-coarsening and plane-smoothing gave the best overall performance, but
was described as ‘fully robust’ in the case of only one of the problems investigated (a laminar
�at plate boundary layer), and in that case, for only one speci�c direction of semi-coarsening
and plane smoothing (semi-coarsening in the wall-normal z-direction combined with xy-plane
smoothing). Semi-coarsening in other directions was found to actually deteriorate the smooth-
ing. In a sense, then, even the combination of semi-coarsening with plane smoothing cannot
be considered robust because it requires some foreknowledge of the optimal semi-coarsening
direction for the particular problem under investigation.
The reason why semi-coarsening multigrid solvers are not robust can be simply understood.

In general, the optimal semi-coarsening direction will vary throughout the domain, and semi-
coarsening or even isotropic coarsening that is appropriate in one part of the domain may
be inappropriate or even detrimental in another. Thus it becomes impossible to accommodate
all locally optimal coarsening directions with a single structured coarse grid (see Figure 1).
As a solution to this problem, Mulder proposed a multigrid method based on multiple semi-
coarsened grids (MSG) [12]. His MSG multigrid method forms the basis of the present
contribution. In the following section, we present the incompressible Navier–Stokes equations
as the system being solved, and describe their discretization on a structured staggered grid as
a generalized algebraic system. The MSG multigrid method and its application to this system
is described in Section 3. In Section 4, we present the results of the method applied to a
number of problems, including �at-plate transition and buoyancy-driven cavity �ows. Finally,
some details of the parallel implementation are given in Section 5. To the authors’ knowledge,
this is the �rst time MSG multigrid has been used to solve the Navier–Stokes equations with
application to LES.

Figure 1. Example of how variations in the optimal direction of coarsening brought about
by geometric anisotropy will, in general, result in unstructured coarse grids. Arrows indicate

the preferred direction of semi-coarsening.
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2. GOVERNING EQUATIONS

The equations of motion for the spatially �ltered incompressible velocity and pressure �elds
(suitable for LES) are given by
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where the overbar represents spatial �ltering on the scale of the grid. Equation (1) assumes
Boussinesq dynamics to approximate the subgrid stresses, where the subgrid viscosity, �sgs, is
given by the Smagorinsky closure
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2
√
2 �Sij �Sij (3)

In Equation (3), the resolved strain rate tensor is de�ned
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and the grid �lter width is de�ned in terms of the local grid spacing

��=( ��x
��y
��z)1=3 (5)

The Smagorinsky constant, C, is calculated using the dynamic procedure [13, 14] with aver-
aging in the homogeneous direction(s) to avoid the numerical instability associated with large
negative C values. In addition, the total viscosity (�+ �sgs) is not allowed to be negative.
In the present contribution, Equations (1) and (2) are discretized using the conservative

second-order �nite volume method of Ham et al. [1] on a structured Cartesian grid with stag-
gered arrangement of velocity and pressure. Figure 2 illustrates the arrangement of variables
on the grid in both space and time. Note that the subscripts now refer to the Cartesian indices
of the variables (not to be confused with the Cartesian tensor notation used previously).

(a) (b)

Figure 2. Staggered variable arrangement in: (a) space; and (b) space=time.
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Using Newton linearization, the set of coupled algebraic equations for the velocity and
pressure corrections can be written as follows. For the x-momentum equation
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with similar equations for y and z-momentum. We note that the coe�cients themselves depend
on the solution, and thus must be recalculated throughout the iteration. This is performed at
the start of every multigrid cycle. The continuity equation can be written as
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A source term has been included in the continuity equation, although it will be zero on the �ne
grid. The e�cient and robust solution of this coupled algebraic system using MSG multigrid
is the focus of this contribution.

3. THE MSG MULTIGRID METHOD

The MSG multigrid method of Mulder [12] has two unique features that di�erentiate it from
other multigrid methods: (1) all possible directions of semi-coarsening associated with a given
�ne grid are considered by using a specially-designed array of semi-coarsened grids, and (2)
the optimal combination of coarse grid corrections to any given �ne grid is achieved by using
anisotropic prolongation operators that mirror the local anisotropy in the �ne grid coe�cients.
In the following subsections, the various components of the method are developed for the
algebraic system described previously.

3.1. The coarse grid array

All computations carried out as part of the present study are three-dimensional and involve
an array of coarse grids that include all three directions of semi-coarsening associated with
a given �ne grid. For the purposes of illustration only, Figure 3 shows an array of coarse
grids associated with a 2D 8 × 8 �ne grid. The arrows indicate how the grids are linked
by restriction (down arrows) and prolongation (up arrows). To prevent the amount of work
and storage on the coarse grids from becoming prohibitive, grids of the same size at a given
level are combined as a single grid. For example, the single 4 × 4 grid at multigrid level 2
is associated with both the y-semi-coarsening of the 4× 8 grid and the x-semi-coarsening of
the 8× 4 grid at level 1. In this way, the linear scaling of storage requirement characteristic
of multigrid methods can be maintained. Mulder showed that for large 2D grids, the total
storage requirement approaches 4 times the �ne grid requirement. When a similar array of
semi-coarsened grids is constructed for a large 3D grid, the total storage requirement is found
to approach 8 times the �ne grid requirement.

3.2. Cycle type

For MSG multigrid, the V-cycle is generally preferred because of the relatively large number
of coarse grids. In any given V-cycle each grid is visited twice—once on the way down
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Fine gird, level 0

level 1

level 2

level 3

level 4

Figure 3. Schematic of the MSG coarse grid array for an 8× 8 �ne grid.

where smoothing is performed m times before restriction, and again on the way back up
where smoothing is performed n times after prolongation. The cost of a 3D MSG V-cycle
will then be approximately 8(m+n) workunits. For the typical values of m=1 and n=3, the
computational cost becomes approximately 32 workunits per MSG V-cycle.

3.3. Some improvements

To those familiar with multigrid methods, these estimates of storage and work requirements
will seem large and perhaps prohibitive, particularly when compared to the fractional over-
heads associated with standard multigrid methods (e.g. for isotropic factor-of-2 coarsening of
a large 3D grid, the total storage scales as 1+1=8+1=64+ · · · ≈ 1:14 times the �ne grid). One
way to reduce these large storage and workunit-per-cycle (operator complexity) requirements
is to increase the semi-coarsening factor. For an arbitrary semi-coarsening factor f, the total
storage requirement M for 3D MSG multigrid is bounded as follows:

M6N
f3

(f − 1)3 (8)

where N is the size of the �ne grid problem. For f=2, the result is 8N as mentioned previ-
ously. Increasing the semi-coarsening factor from 2 to 4 reduces the total storage requirement
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to about 2.4 times the �ne grid requirement. For V-cycle, the cycle complexity CV-cycle is
bounded as follows:

CV-cycle6 (m+ n)N
f3

(f − 1)3 (9)

where m and n are the number of smoothing sweeps before restriction and after prolongation,
respectively. Using factor-of-4 coarsening, the cost is bounded by 9.6 workunits per cycle
(assuming the same iteration counts m and n quoted above). The cycle complexities for the
other two common cycle types are bounded as follows, although these were not tested in the
present study:

CF-cycle6 (m+ n)N
f3(f + 2)
(f − 1)4

CF-cycle
CV-cycle

∣∣∣∣
f=4

=2 (10)

CW-cycle6 (m+ n)N
f3

(f − 2)3
CW-cycle
CV-cycle

∣∣∣∣
f=4

≈ 3:4 (11)

It remains to determine whether the reduction in workunits per cycle resulting from in-
creasing semi-coarsening rates translates into a reduction in total solution time per time step,
because the smoother will likely have a poorer convergence rate. By modelling the Helmholtz
equation on 3D grids up to 323, Overman and Rosendale [15] showed that the reduction in
computational cost per cycle for factor-of-4 semi-coarsening more than compensates for the
reduced convergence rate. Our own results are in agreement with theirs. Figure 4 compares the
convergence history of the present MSG multigrid method during the convergence of a single

(a) (b)

Figure 4. Convergence history for 64 × 64 × 64 channel LES with MSG multigrid:
� factor-of-2 coarsening; factor-of-4 coarsening.
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time step for a 64 × 64 × 64 LES of fully-developed turbulent channel �ow. The two lines
correspond to two di�erent rates of semi-coarsening: factor-of-2 and factor-of-4. When plotted
verses multigrid cycle number, the factor-of-2 semi-coarsening appears to give superior results.
When plotted against workunits, however, the more costly V-cycle time associated with factor-
of-2 semi-coarsening results in a convergence rate per work unit signi�cantly worse than that
for factor-of-4 semi-coarsening. Consequently, factor-of-4 coarsening was used exclusively in
the present computations.
In addition to increasing the semi-coarsening factor, a second way to further reduce the

storage and workunit-per-cycle for MSG multigrid is to skip certain grids when there is only
weak coupling in that direction of coarsening. This idea was suggested by Mulder when he
�rst proposed the MSG method [12]. For example, in a problem where the �ne grid is highly
compressed in the y-direction only, the lower branches of the grid hierarchy associated with
x- and z-semi-coarsening can probably be eliminated without degrading the convergence rate
per cycle. This technique was not implemented as part of the present work.

3.4. Restriction and prolongation operators

The key to making MSG multigrid robust is through the proper design of restriction and
prolongation operators. The present implementation is developed from the ideas of Naik and
Rosendale [16], where residuals are restricted isotropically to all semi-coarsened grids, but
corrections are prolongated anisotropically using a locally calculated weighting that depends
on the relative strengths of the equation coe�cients in each coordinate direction.

3.4.1. Restriction. Let �l;m; n represent a coarse grid somewhere in the grid hierarchy, and
bl;m; n a source coe�cient on that grid that must be determined by restriction. For 3D MSG
multigrid, the typical coarse grid will be linked to three di�erent �ne grids, each being �ner
by the coarsening factor in one of the three coordinate directions. Using the superscript no-
tation, we denote these grids as �l−1; m; n, �l;m−1; n, and �l;m; n−1, and their associated residu-
als rl−1; m; n, rl;m−1; n, and rl;m; n−1, respectively. De�ning the restriction operators Rx, Ry, and
Rz corresponding to each direction of semi-coarsening, the coarse grid source coe�cient is
determined as follows:

bl;m; n=wx;RRxrl−1; m; n + wy;RRyrl;m−1; n + wz;RRzrl;m; n−1 (12)

where wx;R, wy;R, and wz;R are weights. Proper scaling of the coarse grid equations requires
that wx;R + wy;R + wz;R=1. In the present implementation, we used isotropic restriction

wx;R=wy;R=wz;R= 1
3 (13)

In cases where the number of �ne grids associated with a given coarse grid was only 1
or 2 (as can occur near the edges of the coarse grid array), the relevant weights were set to
w=1 or w= 1

2 , respectively.
The actual restriction operator used in the present work was insertion for cell-centred quan-

tities such as pressure and temperature and for velocities not aligned with the semi-coarsening
direction. This choice is straightforward to implement, and has a strong �ux-based interpreta-
tion as described by Hutchinson and Raithby [17]. For the velocity components aligned with
the semi-coarsening direction, 1-dimensional linear restriction operators were used with the
weights calculated in the computational domain (i.e. assuming the grid spacing was constant).
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3.4.2. Prolongation. Now let �l;m; n represent a �ne grid somewhere in the grid hierarchy, and
vl;m; n a correction on that grid that must be determined by prolongation. The typical �ne grid
is linked to three di�erent coarse grids, each semi-coarsened in one of the three coordinate
directions. Using the superscript notation, we denote these grids as �l+1; m; n, �l;m+1; n, and
�l;m; n+1, and their associated corrections vl+1; m; n, vl;m+1; n, and vl;m; n+1, respectively. De�ning
the restriction operators Px, Py, and Pz corresponding to each direction of semi-coarsening,
the �ne grid correction is determined as follows:

vl;m; n=wx;PPxvl+1; m; n + wy;PPyvl;m+1; n + wz;PPzvl;m; n−1 (14)

where once again wx;P, wy;P, and wz;P are weights that must sum to unity for proper scaling of
the coarse grid correction. In this case, however, the weights are allowed to vary throughout
the domain. The idea is to set them locally to mirror the underlying anisotropy in the �ne
grid discrete operator(s). For the present implementation we use the 2D weightings suggested
by [16] extended to 3D, which can be stated generally as

wx;P =
A2x

A2x + A2y + A2z
(15)

wy;P =
A2y

A2x + A2y + A2z
(16)

wz;P = 1− wx;P − wy;P= A2z
A2x + A2y + A2z

(17)

where Ax, Ay, and Az are measures of the local coe�cient strength in each of the three
coordinate directions. In the present implementation, the continuity coe�cients were found to
give acceptable results for the prolongation of all corrections considered (pressure, velocity,
and temperature)

A2x = (A
c; uw)2 + (Ac; ue)2 (18)

A2y = (A
c; vs)2 + (Ac; vn)2 (19)

A2z = (A
c;wb)2 + (Ac;wt)2 (20)

Similar to the case of restriction, the actual prolongation operators used were insertion
(block correction [17]) for cell-centred quantities such as pressure and temperature, insertion
for face-based velocities not aligned with the semi-coarsening direction, and linear interpola-
tion of the corrections in the computational domain for aligned velocity components.

3.5. The SCGS smoother

The SCGS method of Vanka [4] was chosen as the smoother for the present MSG multigrid
method. SCGS has the advantage of not requiring a special pressure or pressure correction
equation. The coupled treatment of variables allows the continuity equation to remain in its
standard conservation form.
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One iteration of SCGS consists of cycling through all the cells of the domain in Gauss–
Seidel fashion. As each cell is visited, a coupled set of 7 correction equations is assembled
and solved to correct the cell-centred pressure and 6 surrounding face-centred velocities. In
the course of a complete pass through the grid, each pressure will be corrected once, and
each velocity corrected twice.
The set of 7 correction equations solved for cell [i; j; k] are normally written in the following

matrix form:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Aui−1jk
�

0 0 0 0 0 Au;pEi−1jk

0
Auijk
�

0 0 0 0 Au;pPijk

0 0
Avij−1k
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0 0 0 Av;pNij−1k

0 0 0
Avijk
�

0 0 Av;pPijk

0 0 0 0
Awijk−1
�

0 Aw;pTijk−1

0 0 0 0 0
Awijk
�
Aw;pPijk

Ac; uwijk Ac; ueijk Ac; vsijk Ac; vnijk A
c;wb
ijk Ac;wtijk 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
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�uijk
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�vijk
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�wijk

�pijk

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−Rui−1jk
−Ruijk
−Rvij−1k
−Rvijk
−Rwijk−1
−Rwijk
−Rcijk

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(21)

where the A’s are the current coe�cients from the linearized momentum and continuity equa-
tions (Section 2), � is a relaxation factor (0¡�6 1), �u, �v, �w and �p are the corrections
to the velocity and pressure values (or velocity and pressure correction values in the case of
the �rst non-linear discretization), and the R’s are the momentum and continuity residuals.
As shown by Vanka, this system is easily solved for the corrections by Gaussian elimination.
In the present implementation, the residuals were calculated at the same time as the matrix

was assembled in each cell, thus including the latest solution information in the true spirit
of Gauss–Seidel methods. Since the residual calculations make up a signi�cant part of the
computational expense of the method, an alternative would be to calculate the residuals once
at the start of each smoothing cycle. The bene�t, if any, of this approach was not investigated
as part of the present work.
In an e�ort to improve the smoother, some authors have included the o�-diagonal neighbour

coe�cients in the �rst 6 rows of the matrix [18, 19]. Only minor improvements to the conver-
gence rate were observed, and the system becomes signi�cantly more expensive to solve. Our
own tests came to the same conclusions. The best alternative appears to be to only include
the diagonal coe�cients and to relax the system slightly. In our experience, relaxation was
best applied to the diagonal as shown in Equation (21). This di�ers, for example, from the
relaxation technique used by Montero et al. for the same smoother [11]. With the present
approach, the relaxation has the e�ect of increasing the diagonal dominance of the matrix,
but still ensures that the resulting corrections exactly satisfy the continuity equation for the
given cell. For the problems considered in this work, �=0:75 was found to yield consistent
and monotonic rates of residual reduction.
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4. RESULTS

Figure 5 compares typical convergence histories from a single time step for a variety of prob-
lems investigated as part of this work. The problems involved varying degrees of anisotropy
in one, two, or all three directions, including

(1) homogeneous isotropic turbulence on uniform grids,
(2) �at-plate transition with stretching in the wall-normal direction,
(3) buoyancy-driven square cavity �ow at Ra=108 and 1:58 × 109 with 2 directions of

wall-normal stretching,
(4) buoyancy-driven cubical cavity �ow at Ra=108 with 3 directions of wall-normal stretch-

ing.

A brief description of cases (2) and (3)—the two largest LES problems investigated here—
including some sample results is given in the next subsections.

Figure 5. Typical convergence history per time step for a variety of di�erent incom-
pressible 3D Navier–Stokes problems using MSG multigrid with factor-of-4 coarsening:
256× 64× 48 �at plate transition; 643 homogeneous isotropic turbulence on a uniform

grid; � 96× 96× 64 turbulent buoyancy driven cavity at Ra=1:58× 109; ◦ 64× 64× 32
square cavity at Ra=108 with maximum aspect ratio ≈ 35; • 64 × 64 × 32 square cavity

with maximum aspect ratio ≈ 100; � 64× 64× 64 cubical cavity Ra=108.
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4.1. Flat-plate transition

The MSG multigrid method was applied to the LES of wake-induced bypass transition on
a �at plate to investigate the ability of fully conservative methods to properly capture the
bypass transition process. This work was carried out as part of the Stanford Summer Program
2000, and is available in a more comprehensive form on the web at ctr.stanford.edu.
Figure 6 motivates the present LES, following the experiment of Liu and Rodi [20]. The

computational domain used in the present simulation is also illustrated schematically.
The application of boundary conditions followed the procedure described for the DNS of

Wu et al. [21]. At the domain inlet, a Dirichlet boundary condition was applied consisting
of a laminar Blasius pro�le superposed with the periodically passing wake pro�le. The wake
pro�le was interpolated from a �ltered precomputation of a self-similar plane wake generated
by Wu. The inlet velocities in the streamwise direction were scaled at the start of each
time step to ensure a constant mass �ow into the domain. At the outlet, the convective
boundary condition was applied. The no-slip condition was imposed at the wall and along
the freestream, the Blasius laminar velocity was imposed in the vertical direction, and a zero-
vorticity condition applied to the other 2 components. The periodic boundary condition was
applied in the spanwise direction.
Figure 7 shows some results from these calculations, where the �uctuating velocities in

the wall normal direction are used at 5 equally spaced times to visualize the transition. The
interaction between the passing wake and the laminar boundary layer appears as elongated
pu�s at t=T =0, but breakdown to a turbulent spot does not occur until some time closer to
t=T =0:4. At t=T =0:4, the isolated spot is clearly discernable with its characteristic arrowhead
pointing upstream. As the turbulent spot is convected downstream, it grows and eventually
merges with the fully turbulent portion of the boundary layer.

4.2. Buoyancy-driven cavity �ow

To test the performance of the MSG multigrid method when the anisotropy varies throughout
the domain in 2 or all 3 directions, the LES of the turbulent buoyancy-driven cavity was

rotor

wake
Urotor

Ucyl

flat plate

Uref

stator

Ucyl

Uref

computational
domain

(a) (b) (c)

Figure 6. (a) Schematic of rotor-stator wake interaction; (b) layout in the experiments of
Liu and Rodi [20]; and (c) layout in the DNS of Wu et al. [21], and the present LES.
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Figure 7. Visualization of turbulent spot formation and growth using v-component of
�uctuating velocity in the x–z plane near the wall (y=�99 = 0:4 at x=L=0:8). Contours

represent −0:1¡v=Uref¡0:1 in 0.01 increments.

performed. Using the Boussinesq assumption, these simulations required the solution of one
additional transport equation for temperature. This was done in a fully-coupled fashion, and
its solution was added to the coupled SCGS smoother as described by Wesseling [5]. In this
subsection we present results from the turbulent square cavity �ow—Figure 8(b). The domain
size was L× L× L=2 with the hot wall at x=0, the cold wall at x=L, and the sidewalls at
y=0 and y=L. A grid of 96×96×64 was used, with grid stretching towards the boundaries
in both the x- and y-directions using the distribution of the following equation:

x(i)=
1
2

(
tanh(�(2i=Ni − 1))

tanh(�)
+ 1

)
i=0 : : : Ni (22)

where �=2:8. This resulted in a maximum aspect ratio of about 64, and about 10 grid points
inside the peak in mean v-velocity along the vertical hot and cold walls. This is similar to the
distribution used in the recent simulations of the same problem by Peng and Davidson [22],
and other authors have found this degree of stretching to be approximately optimal [23].
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Boundary conditions were u= v=w=0 for all walls (x=0; L, y=0; L). The temperature
T =Th = 1 was applied to the hot wall at x=0, and T =Tc = 0 to the cold wall at x=L.
Along the horizontal side walls, a Dirichlet boundary condition was applied to match the
measured pro�les reported in the recent experimental work of Tian and Karianis [24, 25]. A
periodic boundary condition was applied in the z-direction.
Figure 9 compares two three-dimensional views of the square cavity simulation using the

instantaneous temperature isosurface T =(Th+Tc)=2. The simulation on the right (Figure 9(b))

(a) (b) (c)

Figure 8. Geometry and boundary conditions for three con�gurations of the buoyancy-driven
cavity �ow problem: (a) 2D square cavity; (b) 3D square cavity with spanwise periodic

boundary conditions; and (c) 3D cubical cavity.

Figure 9. Use of T =(Th+Tc)=2 isosurface to illustrate �ow structure at two di�erent Rayleigh numbers.
P=Plume, RB=Rayleigh–B�enard: (a) Ra = 108, Pr=0:71; and (b) Ra=1:58× 109, Pr=0:71.
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is at Ra=1:58 × 109. The simulation on the left is the same �ow at the lower Rayleigh
number Ra=108. The di�erence in the scale of �ow structures at the two Rayleigh numbers
is immediately apparent. In the centre of the �ow, the isosurface is seen to be �at and quite
smooth, indicative of the quiescent, stable strati�cation of the core. On the far side near the
hot wall the isosurface is lifted and deformed in the rising turbulent boundary layer, where
thermal plumes might be expected (marked P). One of the most interesting �ow features
evident with this isosurface visualization technique is the Rayleigh–B�enard instability along
the top sidewall. As the relatively hot �uid of the top horizontal boundary layer approaches
the cold wall, the near wall portion of the boundary layer is cooled by the sidewall, producing
an unstable thermal strati�cation. As this instability breaks down and the cold �uid falls away
from the wall, it pulls the isosurface with it, leaving �ssure-like tracks (marked RB). The
spacing of these tracks and thus the spacing of the breakdown in unstable strati�cation appears
to be regular and Rayleigh-number related.

5. PARALLEL IMPLEMENTATION

An attractive feature of multigrid solvers is their relatively straightforward parallelization by
the method of domain decomposition. While an optimal parallel implementation of the present
MSG multigrid method was not the focus of this research, this section brie�y describes the
approach taken and gives some speedup results. For more detailed investigations of parallel
implementations of MSG multigrid, the reader is directed to [26, 27].
All computations were carried out on a parallel PC cluster of up to 40 nodes‖ connected

by fast ethernet [28]. The LES methodology described in this paper, including the MSG
multigrid solver, was implemented in parallel for this computational resource using Cartesian
domain decomposition, where each processor iterates on a Cartesian sub-domain of the global
domain and exchanges halo data with neighbouring processes on a regular basis. MPI was
used for inter-processor communication [29]. In the present implementation, semi-coarsening
of the local sub-domain was performed up to a coarseness of two control volumes on the
local Cartesian sub-domain. Further coarsening would have required the redistribution of the
coarsest grids to a smaller number of processors, so in the present implementation there will
be a number of coarse grids omitted from the grid hierarchy that would have been present
in an identical single-processor calculation. Because the grid aspect ratios are the principle
source of anisotropy in the present simulations, any adverse e�ect of this omission of coarse
grids can be minimized by choosing a global partitioning that is geometrically isotropic.
A second di�erence between a single-processor simulation and a multi-processor simulation

is in the smoother. For ease of implementation, the Gauss–Seidel smoother was implemented
on a processor basis. Although a partition-independent red–black smoother would be possible
for the structured Cartesian domains involved, this was not investigated. For a more thorough
discussion of these parallelization issues, the reader is directed to References [30, 31].
Figure 10 presents some typical results for the parallel speedup and parallel e�ciency for

the solution of the buoyancy-driven cubical cavity problem at Ra=4 × 104 with experiment
conducted by Leong et al. [32] (Figure 8(c)). The parallel e�ciency is seen to improve

‖Computers were single processor PIII 450 and 533 MHz machines with 256 Mb RAM each.
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Figure 10. Parallel speedup and e�ciency for buoyancy-driven cubical cavity problem for di�erent grid
sizes: 323 643; � 1283; ideal.

substantially for larger problem sizes, as is well known for parallel implementations using the
method of domain decomposition [33].
The largest problem investigated as part of the present research was the 256×64×48=

786 432 LES of wake-induced bypass transition (Section 6.1). This calculation solved the
fully-conservative discretization of the Navier–Stokes equations using 32 nodes of the cluster,
and required 3 days to compute 5500 time steps (approximately 47 s per time step). The
next largest problem was the 96 × 96 × 64=589 824 LES of the turbulent square cavity at
Ra=1:58 × 109 (Section 6.2). This problem solved the coupled Navier–Stokes and energy
equations using 18 nodes of the cluster, and required 3.5 days to compute 5000 time steps
(approximately 60 s per time step).
Finally we note that the grids used throughout the present work were all evenly divisible

by integer powers of 2. The method is not limited to the use of such grids in general. This
restriction does, however, considerably simplify the implementation of the prolongation and
restriction routines required by the MSG multigrid solver.

6. SUMMARY

The MSG multigrid method combined with the SCGS smoother of Vanka has been investi-
gated as a global solver for fully-implicit discretizations of the time-dependent incompressible
Navier–Stokes equations. The coarse grids required by MSG multigrid are developed using
factor-of-4 semi-coarsening, resulting in a total memory requirement of approximately 2.4
times the �ne grid alone, and a computation cost per V-cycle of about 9:5 workunits. When
applied to a number of di�erent large eddy simulations involving varying degrees of coef-
�cient anisotropy, the method was consistently able to reduce the residual by 5 orders of
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magnitude in 50–80 workunits (i.e. approximately 5–8 V-cycles). A parallel implementation
of the method was shown to scale reasonably on a parallel cluster up to 32 processes. As
part of ongoing work, the applicability of the method to FAS multigrid will be investigated,
where the coarse-grid operators are generated by discretization of the equations on the coarse
grids.
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